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Artificial intelligence has been a hot topic in recent years and its implementation has increased 

significantly. Artificial intelligence is harnessed to automate various tasks and processes. Many 

previously impossible things have become possible with the use of artificial intelligence. (Os-

eni et al. 2020.) Consequently, people are interested in the benefits of artificial intelligence and 

different organizations are looking for ways to utilize it in their own operations. However, 

alongside the benefits obtained, it should be remembered that artificial intelligence systems 

also contain vulnerabilities that expose them to cyber attacks and thus information security 

risks. Consequently, the information security of these systems should also be considered in the 

same way as ordinary information systems. 

 

Artificial intelligence is defined as the operation of machines whose operation resembles hu-

man intelligence. There are several different ways to implement artificial intelligence, of which 

machine learning is the most common implementation method. (Finnish Transport and Com-

munications Agency Traficom 2021, 1.) Artificial intelligence is currently divided into two dif-

ferent categories based on their functions: Predictive AI, such as machine vision, and Genera-

tive AI, such as ChatGPT (Vassilev et al. 2024, 3). Predictive artificial intelligence creates pre-

dictions, recommendations and decisions based on current and historical information. Genera-

tive AI creates content such as source code, music, text by learning from existing data models. 

(Lawton 2023.) 

 

Regarding the information security risks of artificial intelligence systems, it should be noted 

that most of the information security risks they contain are the same as the information security 

risks of traditional systems and can be prevented with the information security solutions of 

traditional systems (Finnish Transport and Communications Agency Traficom 2021, 12, 21). 

However, artificial intelligence systems are also associated with information security risks spe-

cific to them, which are related to their special features and require information security solu-

tions tailored to them. These risks are related to the data and models used by artificial intelli-

gence systems (Finnish Transport and Communications Agency Traficom 2021, 12, 21; 

Vassilev et al. 2024, 8–9). In January 2024, NIST published a report regarding cyber attacks 

that can manipulate the operation of artificial intelligence systems. The report discusses four 

main types of attacks: evasion attacks, poisoning attacks, privacy attacks and abuse attacks. 

(NIST 2024.) 

 

Evasion attacks do not actually aim to change the operation of the system, but the attacks take 

advantage of the system's vulnerabilities by using adversarial examples to create errors in the 

system (Oseni et al. 2020). In practice, this means that adversarial inputs are fed to the artificial 

intelligence system, the purpose of which is to make the system make mistakes (Finlayson et 

al. 2019). This kind of attacks target artificial intelligence systems in use and are based on the 

inputs given to the artificial intelligence system and the outputs of the system. Let's use a stop 

traffic sign as an example. In an evasion attack, the adversary could modify the stop sign by 



adding perturbations to it, in which case the robot car's artificial intelligence system would 

interpret the stop sign as, for example, a speed limit (Finnish Transport and Communications 

Agency Traficom 2021, 17–18). 

 

Poisoning attacks are divided into data and model poisoning attacks. (Vassilev et al. 2024, 8–

9.) In data poisoning attacks, the training data used by the artificial intelligence system is poi-

soned by either changing, adding, or removing its content. In model poisoning attacks, the 

adversary tries instead to change the learning algorithm of the artificial intelligence system. 

The goal of poisoning attacks is to disrupt the learning process of an artificial intelligence sys-

tem, as a result the machine learning model becomes unreliable or unable to produce the output 

for which the artificial intelligence system was designed. (Oseni et al. 2020; Hu & Hu 2020, 

629; Vassilev et al. 2024, 8–9.) The stop traffic sign can also be used as an illustrative example 

of a poisoning attack. An adversary could poison the training data of the robot car's artificial 

intelligence system by adding photos of stop signs, which the adversary has marked as speed 

limits, for example (Finnish Transport and Communications Agency Traficom 2021, 17). This 

kind of data poisoning could lead to the robot car interpreting the stop sign it sees as a speed 

limit. 

 

Privacy attacks are attacks during the use of an artificial intelligence system that aim to gain 

access to sensitive data about the system itself or the training data used in its learning process 

for misuse (NIST 2024). The adversary collects information and based on the information, 

deduces the model of the artificial intelligence system or the content of its training data (Oseni 

et al. 2020). Privacy attacks include model stealing and training data inference attacks (Trafi-

com 2021, 15–17; Oseni et al. 2020). 

 

Model stealing attacks are either concrete model stealing or artificial intelligence system cop-

ying. The adversary tries to copy the model of the artificial intelligence system with input-

output mapping. In practice, the adversary tries to copy the model of the artificial intelligence 

system by teaching its own copy to make the same decisions as the original system. This is 

done by making inputs into the original system and storing the received answers in the copy 

system. (Finnish Transport and Communications Agency Traficom 2021, 16.) This type of at-

tack is usually used as a step to carry out other types of and more effective attacks (Vassilev et 

al. 2024, 32). 

 

Training data inference attacks include model inversion, attribute inference, and member/mem-

bership inference attacks. Model inversion is very similar to model stealing attacks. However, 

the difference between them is that in model inversion, the adversary tries to re-model the 

training data of the artificial intelligence system using input-output mapping, with which the 

adversary tries to build a copy of the system's machine learning model. This type of attack is 

very damaging in terms of data protection because the training data of the artificial intelligence 

system can contain very sensitive data. (Traficom 2021, 16; Oseni et al. 2020; Vassilev et al. 

2024, 29–30.) 

 

Attribute inference attacks are a lighter form of attack than model inversion. In this attack, the 

adversary tries to deduce some features of the training data from the machine learning model 

of the artificial intelligence system. (Finnish Transport and Communications Agency Traficom 



2021, 16.) In the member/membership inference attacks, the adversary tries instead to find out 

whether a certain data point belonged to the training data of the artificial intelligence system. 

A member/membership inference attack is a very damaging attack method from the point of 

view of data protection because it can be used to reveal information related to, for example, a 

single person. (Finnish Transport and Communications Agency Traficom 2021, 16; Oseni et al. 

2020; Vassilev et al. 2024, 29–30.) 

 

Abuse attacks only apply to generative AI. The goal of these attacks is to indirectly include 

incorrect information in data sources used by generative AI, such as websites or online publi-

cations. Abuse attacks differ from poisoning attacks in that the adversary includes their cor-

rupted information in legitimate sources to manipulate the generative artificial intelligence to 

produce output suitable for the adversary's goals, such as disinformation, links to malware-

infected web pages, redirecting the user to search results suitable for the adversary's isms, 

spreading malicious source code, or redirecting to fraudulent websites. (NIST 2024; Vassilev 

et al. 2024, 38, 47–48.) 

 

Most of the attack methods presented above are relatively easy to implement and require little 

knowledge of artificial intelligence systems and the ability to execute the attack (NIST 2024). 

Attacks on artificial intelligence systems have been studied diligently in recent years from dif-

ferent perspectives, and based on the studies, several ways to secure these systems have been 

presented and the effectiveness of these security measures has been evaluated (Oseni et al. 

2020). However, the developed security measures are still incomplete (NIST 2024). Conse-

quently, organizations should be aware of the information security risks of artificial intelligence 

systems when considering the implementation of the system in their own operations. 
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